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Abstract 
 In this paper we draw on previous research in musical meta-
creation (MuMe) to propose that novel creative forms are needed 
to propel innovation in autonomous creative musical agents. We 
propose the “musebot”, and the “musebot ensemble”, as one such 
novel form that we argue will provide new opportunities for artis-
tic practitioners working in the MuMe field to better collaborate, 
evaluate work, and make meaningful contributions both creative-
ly and technically. We give details of our specification and de-
signs for the musebot ensemble project. 
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Introduction 
Musical metacreation (MuMe)1 is an emerging term de-
scribing the body of research concerned with the automa-
tion of any or all aspects of musical creativity. It looks to 
bring together and build upon existing academic fields 
such as algorithmic composition [1], generative music [2], 
machine musicianship [3] and live algorithms [4]. The 
wider field of metacreation [5] involves using tools and 
techniques from artificial intelligence, artificial life, and 
machine learning, themselves often inspired by cognitive 
and life sciences. MuMe suggests exciting new opportuni-
ties for creative music making: discovery and exploration 
of novel musical styles and content, collaboration between 
human performers and creative software partners, and de-
sign of systems in gaming, entertainment and other experi-
ences that dynamically generate or modify music. 

In this paper, we begin by making the case that there is 
a need to establish new contexts (in effect, new ‘genres’) 
that allow incremental innovation in musical metacreation. 
To this effect, we present our recent efforts to design and 
build the infrastructure necessary to bring together com-
munity-created software agents in multi-agent performanc-
es. We frame the current proposal in its social and tech-
nical context, make a case for the value of such a project 
                                                             

1 http://www.metacreation.net/mume/  

and the opportunities it will bring, discuss the challenges 
and questions faced, and present the design and specifica-
tion of our multi-agent system, along with a set of tools 
and example agents that we have created. 

Objectives and ‘Genres’ of Musical Metacreation 
MuMe straddles and sometimes integrates scientific 

and artistic objectives. Some MuMe tasks have identifiable 
measures of success — either because they are fully objec-
tive [6], or can be clearly measured by expert users [7]. 
Others have clear usability goals in contexts where the aim 
is to support creativity [8]. Yet others face problems of 
evaluation because of their creatively open-ended nature 
[9]. As an example, the established practice of creating 
autonomous software agents for free improvised perfor-
mance [10] usually involves idiosyncratic, non-idiomatic 
systems, created by artist-programmers [11, 12]. A recent 
paper by the authors [13] discussed how curators of MuMe 
concerts face a challenge in balancing aesthetic and tech-
nical factors in their evaluation of submitted works. The 
paper also showed how evaluating the degree of autonomy 
in systems is non-trivial and involves detailed discussion 
and analysis, including subjective factors. The paper iden-
tified the gradual emergence of MuMe specific genres — 
i.e., sets of aesthetic and social conventions — within 
which meaningful questions of relevance to MuMe re-
search could be further explored. We posited that through 
the exploration of experimental MuMe genres we could 
create novel but clear creative and technical challenges 
against which MuMe practitioners could measure progress. 

One potential MuMe ‘genre’ that we considered in-
volves spontaneous performance by autonomous musical 
agents interacting with one-another in a software-only en-
semble, created collaboratively by multiple practitioners. 
This concept was touted in discussions amongst MuMe 
practitioners, and while there are isolated instances of 
MuMe software agents being set up to play with other 
MuMe software agents, this has never been seriously de-
veloped as a collaborative project. The ongoing growth of 
a community of practice around generative music systems 
leads us to believe that enabling multi-agent performances 
will support new forms of innovation in MuMe research 



and open up exciting new interactive and creative possibili-
ties. 

Previous Work 
Such multi-agent “metacreative” musical performance en-
counters issues of network music, new models of electroa-
coustic ensemble performance, creative musical agents, 
and autonomous machine performance, all of which are 
well-established areas of research. In this article, we offer 
brief overviews of each of these research topics, in order to 
frame this new research area. 

Network Music 
With the advent of microcomputers such as the KIM-1 [14] 
in the 1970s, and their adoption for use by electroacoustic 
music composer-performers, the potential to connect them 
through available serial networks in concert was explored 
by the League of Automatic Music Composers [15]. This 
ensemble later grew into “The Hub”, which specialized in 
network computer music performance [16]. As computer 
networks became more ubiquitous in the 2000s, their use in 
music similarly expanded. Weinberg [17] gives a history of 
network music up to 2002, and Renaud et al. provide a 
more recent review [18]. Open Sound Control (OSC) [19] 
has emerged as a simple and widely used format for net-
work communication, with implementations in all com-
monly used computer music environments. A number of 
developers, particularly those working in laptop ensembles 
[20], have provided tools to ease network communication 
in the context of music collaboration (e.g., [21], [22]) and 
these are now emerging in commercial contexts. Widely 
used network-audio tools such as JackTrip [23] are evi-
dence of the growth in practice of telematic music perfor-
mance via audio communication. With the browser emerg-
ing as a veritable computer music platform under the 
WebAudio standard [24], network music is destined to 
become increasingly fluid [25]. 

Creative network music practitioners such as laptop 
orchestra organisers have, through their work, thoroughly 
explored those musical aesthetic considerations that may 
contribute to an idea of what we might expect from a mul-
ti-agent metacreative performance. 

Laptop Performance 
The move from analogue to digital technologies in the 
1990s provided composers with many new tools. For 
many, the computer replaced the traditional analogue stu-
dio as a music production facility. The laptop became a 
vehicle of solo music performance [26] and live generative 
music [27], and afforded new models for digital orchestras 
[28]. The popularity of the laptop orchestra has generated 
many new compositional models [29, 30, 31] and tools 
[32]. Laptop performance introduces many possible forms 
of automated control of realtime music, such as timing 

quantised transitions, executing envelopes, choosing ran-
dom numbers and more responsive behaviours such as 
pitch tracking. These are typically seen as too weak to be 
described as ‘autonomous’ behaviours, although any strict 
measure of autonomy is elusive. Importantly, the growing 
power, programmability and sheer diversity of laptop per-
formance styles and techniques is heralding an explosion in 
both generative and collaborative music techniques, avail-
able to a growing community of electronic music practi-
tioners, including artist programmers [33]. A number of 
musical styles now routinely involve generative processes 
in their production and performance [34]. 

Creative Musical Agents and Autonomous Ma-
chine Performance 
The potential for the application of both agent-based com-
puting [35] and autonomous machine performance to live 
musical interaction has been examined in detail [36, 37, 38, 
39, 40]. Bown et al. [41] review the history and potential 
for autonomous machine performance with particular at-
tention to how artists conceptualise and work with auton-
omous behaviours in their practice. Live MuMe work has 
been largely focused in either improvised genres or classi-
cal music performance where there is generally some at-
tempt at imitating or creating a software substitute for hu-
man performance, for which there is a rich body of litera-
ture. We are also beginning to see subtle forms of musical 
generativity being employed in an increasing diversity of 
application domains, such as in the modification of every-
day experiences2, and exotic applications such as “food 
opera” [42]. Commercial generative music products are 
emerging [43], and an increasing number of artists are 
moving from static recordings to forms of music distribu-
tion that may enable interactivity or generativity [44].  

 

The “Musebot Ensemble” Proposition 
A musebot is here defined as a “piece of software that au-
tonomously creates music collaboratively with other muse-
bots”. Our project is concerned with putting together 
musebot ensembles, consisting of community-created 
musebots, and setting them up as ongoing autonomous 
musical installations.  

The creation of intelligent music performance software 
has been predominantly associated with simulating human 
behaviour (e.g., [45]). However, a parallel strand of re-
search has shed the human reference point to look more 
constructively at how software agents can be used to au-
tonomously perform or create music. Regardless of wheth-
er they actually simulate human approaches to performing 
music [46], such approaches are more general issues of 

                                                             
2 e.g., http://reactifymusic.com/portfolio/vw-underworld-
play-the-road/ 



software performativity and agency in creative contexts 
[47]. The concept of a “musebot ensemble” is couched in 
this view. i.e., it can be understood as a new musical form 
which does not necessarily take its precedent from a hu-
man ensemble. We imagine that a musebot ensemble might 
be most naturally found in the chill-out room of a club, 
where attentive awareness of any performer would be min-
imised. We follow an open-source philosophy, allowing 
for anyone who is interested to offer contributions to the 
design of our framework, to fork the project, and to adapt it 
to their needs. We expect the framework to take shape 
through this process. As for whether individual musebot 
contributions are open-source is up to their makers, but we 
encourage it.  

Our initial steps in this process include coming up  how 
musebots should be made and controlled so that combining 
them in musebot ensembles is feasible, and has predictable 
results for musebot makers and musebot ensemble organis-
ers. Musebots needn’t necessarily exhibit high levels of 
creative autonomy, although this is one of the things we 
hope and expect they will do. Instead, the current focus is 
on enabling agents to work together, complement each 
other, and contributes to collective creative outcomes, in 
other words, good music.  

This defines a technological challenge that, although in-
tuitive and easy to state, hasn’t to our knowledge been suc-
cessfully set out before in a way that can be worked on 
collaboratively. For example, Blackwell and Young pro-
vided a framework for practitioners to work collaboratively 
on modular tools to create live algorithms [48, 49], but 
little community consensus was established for what inter-
faces should exist between modules, nor was there a suita-
bly compelling common framework under which practi-
tioners could agree to work. In our case, the modules cor-
respond clearly to the instrumentation in a piece of music, 
and the context is more amenable to individuals working in 
their preferred development environment.  

In order for musebots to make music together, some 
basic conditions need to be established: most obviously the 
agents must be able to listen to each other and respond 
accordingly. However, since we do not limit musebot in-
teraction to human modes of interaction, we do not require 
that they communicate with each other only via human 
senses; digital symbolic communication (i.e., network 
messaging) has the potential to provide much more useful 
information about what musebots are doing, how they are 
internally representing musical information, or what they 
are planning to do. Devising a specification for musebot 
communication is a key strand of this research and will be 
discussed below. Following the community-driven ap-
proach that we advocate, we remain open to the myriad 
ways in which parties might choose to structure musebot 
communication, imposing only a minimal set of strict re-
quirements, and offering a number of optional, largely util-
itarian concepts for structuring interaction. 

Motivation and Inspiration 
The initial practical motivation for establishing a muse-

bot ensemble was as a way to expand the range of genres 
presented at MuMe musical events. To date, our own 
MuMe events have focused heavily on free improvised 
duets between human instrumental musicians and software 
agents. This format has been widely explored by a large 
number of practitioners3. However, continuing with this 
established tradition might run the risk of stylistically pi-
geonholing MuMe activity. 

Three possible reasons for the success of the free im-
provised duets genre are: 
● It is non-idiomatic (insofar as it is possible to be so). 

More accurately, this is an area where minimal adherence 
to a given set of rules is central4, as compared to more 
prescribed improvisation contexts such as be-bop or 
blues. There is a large free improvised music community 
for whom there is a familiar and relatively free set of ex-
pectations for engagement. This is also important as it 
gives the creator freedom to work with digitally created 
sound and gesture that does not resemble existing human 
musical instruments, as simulating human instrumental 
performance is challenging. Arguably, it is also simply 
easier to model: Our perception of “poor melody”, 
“awkward harmony”, and “stiff rhythms” have been set 
through hundreds of years of common practice music; 
● One musician playing with one software agent means 

that there is a clear and focused process of interaction be-
tween the two elements. This can be clearly observed in 
most cases (except, for example, when the system sam-
ples the performer, or the performer is playing electronic 
music); 
● The creative focus on the system is on real-time interac-

tion. This draws greater attention to the participatory in-
teractive nature of the agent, rather than as a creative in-
telligence, which lessens the burden on the system de-
signer to create a system capable of producing diverse 
and novel outputs. 

For the present project, the genre we hope to target is 
electronic dance music (EDM). Because it is fully or pre-
dominantly electronic in its production, and thus avoids 
issues of expressive human performance [50], we feel that 
it offers great opportunities for MuMe practice; further-
more, metacreative research into this genre has already 
been undertaken [51, 52]. In 2013, the Algorave move-
ment, based primarily around the musical practice of live 
coding [53], became well known. The 2013 MuMe Algo-
rave (Sydney, 2013) showcased algorithmically composed 
electronic dance music as well as live coding performanc-
es. In this context, however, the presentation of algorithmi-
                                                             
3 for example, see  
http://www.metacreation.net/mumewe2013/index.php?pg=
program for the program of a MuMe Weekend. 
4  although it may be far from inclusive; it is still a genre 
with norms and expectations. 



cally composed pieces was problematic given the lack of a 
live performer, as well as, related to this, the awareness 
that there was no need for the music to be produced in 
realtime.  

Reflecting on this event, it was agreed that it would be 
more engaging to present the work in realtime, and in order 
to do so in a meaningful way, agents needed to be placed 
in a context where they were responding to something. 
Responding to the audience was considered, as was re-
sponding to a data source, but this was deemed too gim-
micky and too far removed from the immediate challenges 
of creating powerful, compelling musical metacreative 
systems. Thus it was agreed that performances should be 
collaborative, with various agents contributing different 
elements of a piece of music. This context therefore em-
bodies the common creative musical challenge of getting 
elements to work together, reconceived as a collective 
metacreative task. Thus although the metaphor of a jam 
comes to mind in describing this interactive scenario, we 
prefer to imagine our agents acting more like the separate 
tracks in a carefully crafted musical composition.  

We summarise the above motivating factors, adding a 
number of others below: 
● Currently, collaborative music performance using agents 

is limited to human-computer scenarios. These present a 
certain subset of challenges, whereas computer-computer 
collaborative scenarios would avoid some of these whilst 
presenting others. Most existing live MuMe activity is 
limited to improvised genres such as jazz and blues, free 
improvisation, or scored genres such as classical music 
where the focus is on score following and expressive 
score interpretation. Endemically digital genres such as 
electronic dance music lend themselves well to musical 
metacreation, but currently offer no collaborative crea-
tion opportunities for MuMe practitioners in either live or 
non-live contexts; 
● It allows us to build an infrastructure, which can be use-

ful for commercial MuMe applications. Specifically, it 
provides a modular solution for the metacreative work-
stations of the future; 
● It provides an easy way into MuMe methods and tech-

nologies, as musebots can take the form of the simplest 
generative units, whereas at present the creation of a 
MuMe agent is an unwieldy and poorly bounded task. 
Musebot ensembles can be educational, and could be 
used as the brief for an undergraduate course on genera-
tive music, or a workshop for one of the common com-
puter music platforms, such as SuperCollider5 or Max-
MSP6. Musebots and musebot ensembles potentially 
could be experienced and interacted with (e.g., remixed) 
by non-programmers using end-user interfaces; 
● It provides a platform for peer-review of systems and 

community evaluation of the resulting musical outputs, 
                                                             

5 http://supercollider.sourceforge.net/  
6 https://cycling74.com/max7/  

as well as stimulating sharing of code. We believe this 
will help clarify and provide a shared platform for reach-
ing technical research goals in music AI, in a way that 
scientific communities such as the music information re-
trieval (MIR) community have managed through 
MIREX: the Music Information Retrieval Evaluation eX-
change [54]. As MIREX illustrates, research progress can 
depend on articulating problems and building research in-
frastructure. An interesting additional direction is that 
musebots could be run in offline simulations to examine 
their dynamic properties, satisfying the proposal of Bown 
and Martin [55]; 
● It encourages and supports the creation of work in a pub-

lically distributed form that may be of immediate use as 
software tools for other artists; 
● It outlines a new creative domain, which explores new 

music and music technology possibilities. The opportuni-
ties for remixing, mashing up, branching, coordinating, 
reappropriating and recontextualising musebots are all 
rich and open-ended areas of potential innovation; 
● It defines a clear unit for software development. Muse-

bots may be used as modular components in other con-
texts besides musebot ensembles. It modularises and dis-
tributes the task of automating composition, since the 
task of formalising aspects of musical composition in 
simple generative modules – such as a dubstep bassline 
generator, or a flamenco cajón player – is regularly and 
easily achieved. This also lowers the bar for entry. 

System Design 

Technical and Aesthetic Design Considerations 
How should an ensemble of musebots be coordinated? 
While ecosystemic or other bottom-up methods are con-
ceivable [56], the use of a conductor agent that initiates 
performance and oversees general musical parameters such 
as tempo, time signature, and overall density is a more 
pragmatic solution: Eigenfeldt [57] offers one such imple-
mentation. The use of a conductor agent does not negate 
the potential for agents to communicate amongst them-
selves directly: the amount of attention paid to the conduc-
tor is open to the individual agents, although we do strictly 
require that agents respond to on/off and volume com-
mands. We therefore nominate the “musebot conductor” 
(MC) as a central tool and guiding design principle for 
musebot ensembles. 

Another immediate concern is how individual agents 
assume roles. Again, while the potential for self-
organization is one option, issues of practicality suggest 
that pre-defined musical parts, or even collaboratively de-
vised musebot ensembles, are more feasible. One possibil-
ity is that the conductor “build” an ensemble, by first as-
signing beat-generation to one musebot, then basslines to 
another, then harmonic aspects to a third, until a given set 
of musical roles are filled. Another possibility is that a pre-



built ensemble may be submitted in which these roles are 
already defined. More generally, these are decisions that 
each organiser of a musebot ensemble event might make 
differently. In order to cover all scenarios, we use a proper-
ties file, readable by both machines and humans that de-
scribe the capabilities and style of the individual musebot.  

Clearly, potential designers of musebots will create 
software agents in unique ways. We assume that most de-
signers will have some experience with metacreative sys-
tems, and an awareness of an important difference between 
human and virtual performers [58]; whereas human impro-
visers will expect other performers to be keen listeners that 
adapt accordingly, this is, in fact, extremely difficult to 
replicate in virtual agents. Instead, higher-level goals of 
emergence, conversation, and journey [59] are objectives 
that we may only hope to achieve incrementally [60]. For 
example, instead of designing a bass player that performs 
patterns for a specific drum pattern (a standard method of 
composing EDM), a more useful method would be to de-
sign a bass agent that can adapt to different drum beats (as 
provided by a separate beat agent), as well as a changing 
harmonic patterns provided by another agent. This is a 
good example of how we think musebot ensembles will 
drive innovation in the underlying principles of musical 
intelligence: for example, in establishing the relationship 
between a beat and a bassline, what simple pattern repre-
sentations (as opposed to the musical surface) might best 
convey the musical sense. 

The Musebot Agent Specification 
An official musebot agent specification is maintained as a 
collaborative document, which can be commented on by 
anyone, and edited by the musebot team. An accompany-
ing Github page maintains a repository of source samples 
and examples for different common languages and plat-
forms.  

A musebot ensemble consists of one MC and any num-
ber of musebots, running on the same machine or multiple 
machines over a local area network. As discussed above, 
the MC is responsible for high-level control of connected 
musebot agents in the network. The MC maintains control 
of the overall clock tempo of the ensemble performance 
and manages the temporal arrangement of agent perfor-
mances (via volume mixing, on/off commands). The MC 
also assists connected agents inter-Musebot communica-
tion by continuously broadcasting a list of all connected 
agents to the network.  

As a minimum requirement, a musebot agent must re-
veal itself to the MC upon connection to the network by 
providing a unique client ID and a periodic heartbeat, and 
respond to volume and shutdown commands received from 
the MC. All other communication is optional, although 
responding to the MC’s timing messages is strongly rec-
ommended. Musebots may also broadcast any messages 
they want to the network, providing they maintain their 

unique name space allocated for inter-Musebot communi-
cation.  

Our musebot specification states that a musebot should 
also “respond in some way to its environment”, which may 
include any OSC messages as well as the audio stream that 
is provided (a cumulative stereo mix of all musebot agents 
actively performing). It should also not require any human 
intervention in its operation. Beyond these strict conformi-
ty requirements, the qualities that make a good musebot 
will emerge as the project continues. 

An Example 
For teaching, development and testing purposes, a number 
of elementary example musebots are provided along with 
the musebot agent specification, with source code and sup-
porting libraries, developed using a range of the most pop-
ular creative computing environments (MaxMSP, PD, 
SuperCollider, Processing). Musebot creators can hack 
these examples to make their own agents, and we plan for 
additional creative computing environments to be catered 
for in time. 

The example agents can be downloaded along with a 
draft MC application, and the ensemble can be run (in this 
initial case it is up to the user to manually turn on and off 
the agents). As the project progresses, this example will be 
joined by a growing population of musebot agents, and 
new versions of the MC. Instructions are provided for how 
a network of individual computers can be configured to run 
the ensemble in a distributed manner over a local network.

 
Figure 1: Interactions between agents and the MC. 
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The First Year of Musebot Ensembles 
The musebot specification and call for contributions was 
published at the end of 2014 and a series of musebot en-
semble events have been organised to occur throughout 
2015. Although we would strive to provide existing muse-
bot agents to designers in the future, for use in “rehears-
ing” their own agents, the premiere performance will most 
likely involve agents performing as an ensemble for the 
first time (if the ensemble has not been designed as a 
whole). In this case, it is envisaged that through consulta-
tion with the community in the open call process, a series 
of musebots will be designed that will compliment each 
other musically. This initial collection of musebots will 
provide the basis for future iterations of musebot ensem-
bles, given the modular potential of this community-based 
approach. The premiere performance for the musebot plat-
form will occur at the International Conference on Compu-
tational Creativity at Park City, Utah, in June 2015.  

Managing Quality Control 
An open call for works is all very well, but how should 
quality control be managed? The first thing to note is that 
in the spirit of openness and transparency, all submissions 
can be made public. Since the musebot conductor software 
is also publically available, anyone can draw on the entire 
public musebot repository to put together his or her own 
musebot ensemble. 

An additional point to this is that, as with our more de-
tailed example, we expect collaborations to form within the 
community, such that certain agents are designed with oth-
er specific agents in mind. Thus, the challenge of making 
sure agents actually work together is somewhat alleviated 
by the ongoing process of listening and improving how the 
agents respond to each other. We envisage that this emer-
gent and collaborative process of design will engender a 
community-based approach to musical metacreation, based 
around shared code, open dialogue and modularised musi-
cal composition. In this context, over time the practice of 
musebot design could be expected to develop its own set of 
accepted methods and practices, with contributing design-
ers building upon and learning from the creations of others 
in the community, much like other collaborative artistic 
endeavours. 

Conclusion 
This paper provides the thinking behind creating a 

community-driven musebot ensemble, and draws on the 
literature from a diverse range of computer music research 
to suggest a best-practice approach to creating the required 
infrastructure for this project. We refer readers to the ongo-

ing progress of the project via the musebot specification7 
and software repository8.   
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